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• Horse-racing has long been a popular, high-stakes game in many parts of 
the world. 

 

• Of the ~ 1000 young horses auctioned yearly in the US, only 0.5% will win 
significant races. 

 

• Q then is, how best to identify which horse has potential years before its 
trained and reached adulthood.  

 

• Traditional horse experts use [1] the horse's pedigree, [2] the horse's gait, 
[3] etc. to guess about a horse's potential. 

 

• Detailed records exist on horse races, participating horses, their pedigree, 
videos on gait etc. 

 

• Enter Jeff Seder of EQB, a boutique consulting firm. 

Motivating Example for Predictor Discovery 



• Traditional methods were poor predictors of racing success for a 
horse. So Seder went beyond them. 

 

• Starting 1990, Seder invests in data collection on all manner of horse 
characteristics or attributes. 

 

• He measured things like horse nostril sizes, gave EKGs to measure 
heart health, fast-twitch muscle volume, weight of dung shed before 
a race etc. 

 

• Then in the early 2000s, Tech changed and portable ultrasounds 
became available - he could measure internal organ sizes. 

 

• And soon enough, he struck gold. He found one strong predictor 
variable among 100s for racing success. 

 

A Motivating Example 



• The size of the horse's heart's left ventricle. Larger the better.  (Why?) 

 

• Another important predictor - the size of a horse's spleen. Larger the better. 

 

• In 2013, An Egyptian Sheik Ahmad Zayat hired EQB to help him pick the best 
horse at that year's auction. 

 

• EQB strongly recommended a particular one-year old foal that seemed 
unremarkable by traditional measures. 

 

• Putting faith in Seder's strong reco, Zayat bought Horse no. 85 for $300,000. 
And named it 'American Pharaoh’. So, did it work? 

 

• 18 months later, American Pharaoh became the first horse in 37 years to 
win the Triple Crown. 

A Motivating Example 



• So, what is the example trying to motivate? 

 

• [1] Importance of having a clear Objective to pursue or Question to answer. 

 

• [2] Data is paramount, when studying, measuring, modeling or 
understanding any phenomenon of interest. 

 

• [3] Good predictors of an outcome *can* show up in unexpected places - 
where nobody thought to look, overtaking theories & explanations - 
involves trial-&-error, guesswork & analytics. 

 

• [4] Important to keep an eye out for new tech, which may enable new data 
to be collected & analyzed. 

 

• [5] Data alone is NOT enough. Analytics is required, and an open mindset. 

A Motivating Example: Concluded 



• Motivating Example for Data Analytics 

 

• Preliminaries 

 

• Introduction to Problem Formulation 

 

• Determining Data Requirements 

 

• Some Thoughts on Report Writing: Best Practices 

 

• Session Wrap-up 

Session Outline 



Some Preliminaries 



• Academic Credentials: 

– PhD in Marketing – Univ of Rochester (2009) 

– MS in Applied Statistics – Univ of Rochester (2006) 

– PGDM – IIM Calcutta (2001) 

– B.E. – BIT Mesra (1998) 
 

• Industry Experience: 

– Software Programmer  with Cognizant 1998-99 

– Management Consultant with Accenture 2001-02 

– Data Analyst – Daymon Consumer Insights Division 2006-08 

– Academic Faculty with ISB – 2009 onwards 

– Been involved in a Tech Startup – Modak Analytics – 2012 

 

 

 

Preliminaries: About me… 



 

 

 

 

 

Topics of Research Interest: 
1. Brands – Equity, Valuation, 

Dynamics 
2. Modeling – Competition, Sales 
3. Predictive Analytics  

Preliminaries: About my Research… 

Academic Marketing 

Behavioral Quantitative 

Theory Modeling Data Modeling 

Machine Learning Bayesian Classical 



Preliminaries: The Objective of a Business 

• Firms exist to maximize (economic) profits 

 

•        Profit      =      Revenue        -                Cost                

 

 

 

 

 

• Business functions represent a logical way to deconstruct the 
enterprise  yield analytics that is function-specific.  

 

• Market power derives from competencies on either the demand or 
the supply side. 

Operational costs  
(The OM domain) 

Costs of Capital 
(Corp Fin  
domain) 

Regulatory 
Costs 
(Accounting 
Domain) 

Supply Side 

Demand Side 

The domain of 
Marketing 



Preliminaries: The Objectives of Government 

• What should government aim for? 

 

•        

 

 

 

 

 

 

• There is a tradeoff between consumer and producer surpluses.  If 
social welfare is constant then raising one means lowering the other. 

 

• Extent of control by government gives us different systems. 
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SocietalNet 

Ease of citizenry to 
improve 
consumption   
living standards, at 
a given price level. 

Ease of business to 
improve 
production, 
productivity  
profit, at a given 
price level. 



Motivating  
 

Problem Formulation  



•  What’s the Mongolian landscape like?  

 

• And what problems might it pose for healthcare services? 

 

• The traditional way to raise access is to build more hospitals, more medical 
staff. Can we do better AND cheaper? 

 

• Traditional D.P. would be “Should we raise the supply of hospitals for 
greater access?” 

 

• The unconventional D.P. went “Can we reduce the demand for hospital 
access?” 

 

• How would you go about solving the new D.P.?  What new issues might 
arise?  

Motivating Example 



Motivating Example 

• First, they analyzed the most common diseases needing hospital access. 

 

• Next, they developed DIY (Do-it-Yourself) medicine kits, which like first aid, 
could be self-medicated after self-diagnosis. 

 

• The DIY kits were placed in each home and their use explained. 

 

• Next, paramedical staff were assigned territories they’d cover once every 6-
12 months.  

 

• On each visit, they’d audit the kit and the family would pay only for what 
medicine was consumed.  

 

• Simple model, eh? But was it effective? What was the result? 



Motivating Example 

• Hospital visits declined 45% in many remote areas  pressure eased on 
hosp resources and budgets. 

 

• House-call demand for doctors fell 17%  precious doctor time freed up for 
other work. 

 

• But more importantly, look at the seemingly simple business model… 

• Medicine as postpaid rather than prepaid.  

 

• Extensions? Implications? Further possibilities? Plentiful. 

 

• But remember how it all began… at the problem formulation stage… 

• By changing one Q with another, we transformed the problem from 
“increasing supply of healthcare” to “reducing healthcare demand”… 



Conceptual 
Preliminaries 



Preliminaries: Is ‘Analytics’ Scientific? 

Science 

Natural Sciences Social Sciences 

• The unit of analysis is inanimate 
matter 
•  There is no ‘free will’ associated with 
their behavior.  
• Hence, experiments and their results 
are replicate-able 
• Leads to ‘laws of nature’.  
 

• The unit of analysis is the human 
being 
•  There is ‘free will’ associated with 
their behavior.  
• Hence, experiments and their 
results are *not* replicate-able. 
• Leads to (relatively) ‘weak’ theories 
of social behavior and organization.  
 

Bottomline: There’s only so much precision in our measurements and our results that we 
can expect. A Test-and-learn mindset is critical in the social science side. 



• Because without units of analysis,  there is no Measurement. 

 

• Without Measurement, there is no Data. 

 

• Without Data, there is no Analysis. 

 

• Without Analysis, there is no Modeling. 

 

• Without Modeling, there is no Explanation and Prediction.  

 

• Without Explanation, there is no Insight. 

• Without Prediction, there can be no Optimization. 

 

• Without Insight & Optimization, there is no Management.  

Why Identify the Units of Analysis 



• When there are too many factors to feasibly model, best to run pilot 
(field) trials and compare outcomes. 

 

• The test-and-learn mindset manifests in business in various forms - 
e.g., A/B testing by virtual platforms. 

 

• Pilot trials, Test-marketing, product & service innovations etc. are all 
field tested at small scale. Then ramped up iff successful. 

 

• In Public service, Randomized Control Trials (RCTs) have become 
popular recently. What are RCTs? What do they do? 

 

• Another example of RCTs in the public domain:  

Test-and-Learn: Evidence based Approach 



The Data Story 
 

and History 



On Data today 

• The volume, variety and velocity (the famous three Vs of big data) of the 
data currently being captured is unprecedented.  

 

• In the time it takes you to read this sentence (~ 6 seconds for the average 
reader), Google receives half a million queries from around the world.  

 

• In 2000, digitally stored data was a mere 25% of all data generated. By 
2007, it jumped to 94% (and hasn't fallen since).  

 

• Traditionally, Data analysis (say, D.A.) would adapt to whatever data form 
was available --> D.A. adapted to D.C. (Data Collection) --> In turn, D.C. 
adapted to Data Generation (say, D.G.). 

 

• But the jump from Y2K to 2007 suggests something way more profound.... 
that perhaps D.G. is adapting to D.C. is adapting to D.A.? 



Data and the Human Mind 

• Think back to when you had to write down anything - pen to paper - to 
remember it. 

 

• Nowadays, the web or cloud - gmail, google drives etc have become our de 
facto backup memories. 

 

• Increasingly, our reliance on what we keep in working memory versus what 
can safely be relegated to ready online access... 

 

• ... is perhaps changing not just the function, but even the *structure* of our 
brains. 

 

• That the mind is plastic was long known. How it will end up changing the 
structure, function, utility evaluation, time horizon perceptions, value 
systems etc of generations native to the web remains to be seen. 

Consider the effect of 
always-on social network 
access, binge-consumption 
of video games, audiovisual 
entertainment etc. and 
technologies to come…  
 
Q is – are they changing 
children’s brains? Rewiring 
circuits, coping and reward 
mechanisms? How about 
adult brains? 



The Age of Data 

 

 "If Land was the primary raw material of the agricultural age,  

 

   and Iron that of the industrial age,  

 

 then Data is the primary raw material of the information age." 

“How many of our present day laws, institutions, societal norms and 
governance structures actually derive from the agricultural age?” 

Nice quotation. But what’s its practical significance? 
 
Consider this Q: 



The Agricultural Age, Data and Governance 

 

  
Q: How many of our present day laws, institutions, societal norms 
and governance structures actually derive from the agricultural age? 



The Industrial Age, Data and Governance 

 

  
Q: How many of our present day laws, institutions, societal norms 
and governance structures actually derive from the Industrial age? 



Q: What Drives [US] Economic Growth? 

The tiny areas in orange – 
urban clusters – alone drive 
50% of US GDP  Q: What 
drives economic growth in 
cities? Consider 3 city 
clusters… 

The services sector is the largest 
(rel. to agri & manufacturing), and 
much of *growth* in services comes 
from innovation, from new ideas, 
materials, methods, technology … 
 which in turn come from ….   

…. Universities. Which 
require massive funds for 
both pure and applied 
research. These funds 
come from…  

… Government. And one of the 
largest sources for funds within the 
US govt is the Military.  



• Consider the stock performance of Amazon (AMZN) vs Walmart (WMT) 

 

 

 

 

 

 

 

 

• Valuation, February 2012: 

• Walmart: $202 billion;   Amazon:  $82 billion 

 

• Valuation, February 2017: 

• Walmart: $210 billion;     Amazon: $400 billion 

The Information Age, Data and Governance: Example 



Cost of Lost Opportunity: Quick Example 

• 2000: Blockbuster had the opportunity to buy Netflix for $50M  

 

 

 

 

 

 

 

 

 

 

 

 

 

• 2017: @Netflix worth $61 Billion. Today, it’s $151 billion. 



Disruption in Action … 

• The world's largest taxi company owns no taxis (Uber) 

 

• The largest accommodation provider owns no rooms (Airbnb) 

 

• Largest phone co.s own no telco infra (Skype, WeChat) 

 

• World's most valuable media firm creates no content (Facebook) 

 

• The world's largest Movie house owns no theatres (Netflix) 

 

• The world's largest software vendors don't write their own code (Apple, 
Google) 

 

• Etc. 



• But why do large, established incumbents allow disruption to happen in the 
first place? 

 

• While the implications of tech disruption on business can be serious, those 
on the military front for societies and civilizations can be terrible indeed … 

 

• E.g., The Chinese and gunpowder. And what happened when the same 
gunpowder reached the west. 

 

• Darker examples include the destruction of entire civilizations – Hernan 
Cortez and the Aztecs, Pizarro and the Inca empire … 

 

• Bottomline: Nations today perforce cannot afford to dismiss emerging 
trends, however trivial seeming, out of hand.  

How does Disruption happen? 



Data and Social Organization 

• No  (Hu)man is an island. 

 

• The human ability towards social organization underpins all civilizational  
progress,  and perhaps even survival of the species itself. 

 

• So what happens in groups of humans, our social structures etc when data 
becomes anytime, anywhere accessible? What changes can we see? 

 

• What happens – good or ill – when both information and misinformation 
can spread with unprecedented scale and scope?  

 

• What happens to the social contract - between citizen and state, among 
individuals in families, between individuals and groups in organizations etc.? 

 

• And of course what happens to businesses, nonprofits and government 
organizations in such a climate? 



Data in the Information Age: 
 

The Exponential Learning Curve 



• ‘Data Analytics’ often leads to other terms such as ‘machine learning’, 
‘artificial intelligence’, blockchain’, etc.  

 

• So what do they mean anyway? How about an example to start figuring out 
what and how machines learn in this century? 

The Exponential Learning Curve 



• Till 1954, it was widely believed that human beings couldn’t run 1 mile in 4 
minutes of less. Why? 

 

• In 1954, Roger Bannister broke that barrier. 

 

• By 1957, sixteen other runners had broken the barrier, implying …  

 

• … when the impossible is demonstrated as do-able  the old mental model 
breaks down  collective intuition gets reset.  

 

• What are the implications for such learning curves in general in the Data 
driven arts and sciences (inlcuding management)? 

 

• Let’ see one quick example … 

 

The Exponential Learning Curve 



The Exponential Learning Curve 

• March 13, 2004.  The Mojave desert, Calif., site of the DARPA Grand 
challenge. $1 million prize money. 

• 150 mile race course, numerous [small] obstacles. 15 participants. 

• What happened? 

 

 

 

• October 8, 2005.  Same venue. Re-match. 

• Prize is now $2 million. Obstacles are now tougher – tunnels, narrow roads 
along cliff-edges. 

• What happened? 

 

 

None of the vehicles did even 10% of the course. CMU’s modified 
Humvee did 7.5 miles before crashing into a ditch. 

5 completed the race, 4 did so within 7.5 hours. Stanford’s 
Sebastian Thurn’s creation emerged winner by  a 10 minute margin. 



The Exponential Learning Curve 

• November 10, 2007. Re-rematch.  

• This time in an urban setting.  

• Cars must now obey all of CA’s traffic laws, must demonstrate ability to 
merge into traffic, park by the kerb etc. 

• What happened? 

 

 

• What happened next, in 2008? 

– Google’s self-driving car project was launched.  

– With Prof. Sebastian Thurn as its head. 

 

• The point of all this? 

Its important to have an appreciation for growing processing, sensory and 
cognitive power of the machines. 
 
Implications for Business and for managers? Plentiful.   

All the vehicles competed the test without major incident. Stanford’s vehicle won 
but was later dunked 2 points for missing a STOP sign, so came second to CMU’s. 



The Exponential Learning Curve 

• So how did the machines move so exponentially fast up the learning 
curve? 

– 'Learning' == model weights == Transferable via the cloud 

 

• How do one compete with something that has practiced 10k kicks, each 
10k times? 

– Turns out the machines have a (glaring) weakness... 

 

• Way out? Rebalance in favor of skill-breadth over skill-depth. 

– "Don't fight the machine, ride the machine." 

 

• The next 20 yrs will induce far more changes than the last 20 did. 

– We’re all destined for lifelong learning, in this lifetime. 



The Cognitive Imperative: Parting take-aways 

• We are live-witnessing v interesting times - brimming with profound, radical 
change. 

 

• Much of what was common knowledge in the last century will increasingly 
fail in exploratory, explanatory and predictive power. 

 

• What will replace them will be increasingly algorithmic, impersonal yet 
personal, private yet public, intelligent yet non-comprehending.  

 

• E.g., Institutions underpin our society, orgs underpin institutions and 
contractual agreements underpin orgs.  

• Think of what happens when 20 yrs on, blockchains become as ubiquitous 
as mobile networks today? 

 

• It is imperative we prepare for these sea-changes to come - tool up in terms 
of skills, mindset, perspective ... 



• Consider the case of a humanoid-ish Industrial robot Baxter … 

 

• Rethink-robotics’ website has this to say …. 

 

 

• ‘Trained, not programmed’? What does that mean? 

 

• Imagine the robots all plugged in to the cloud…  Means, you just have 
to train 1 Baxter for the others to learn too … 

 

• Consider also, Turtlebot, a $1200 Kinect powered bot that looks like 
this …  

 

• Implications? 

 

 

 

Moving from Bits to Atoms … 

Think of much of evolving tech as Platforms that enable 
mass collaboration, Co-creation, shareware, and the 
crowdsourcing of ideas + funding + design + 
programming + feedback + …  
Welcome to the future. 



Low-Tech Analytics 
 

The iCow story 



A Motivating Example 

• Venue: Kenya,     Sector: Dairy Farming    Year: 2011 

 

• Problem: Uncertain yields from Cattle assets (both in milk & money), 
due to 3 main reasons: 

• (a) Cattle Gestation and Menstrual cycles (which affects milk yield) 

• (b) Cattle Feed (quantity & quality),  diseases etc. 

• (c) Volatile Market prices. 

 

• More Problems: Farmers are small, dispersed over vast areas. Markets 
too are small & localized. Etc. 

 

• Silver Lining: Mobile penetration high 

 

• Enter Su Kahumbu. Starts "iCow", a subscription based info service. 
41 



• iCow says "SMS me info on all 3 issues in standardized format. I'll SMS 
back instructions to maximize milk yield."  

 

• Word spreads. Over 42,000 sign up. Entire Villages start tuning in. 

 

• Think of the Data asset that Kahumbu is building... Livestock health & 
yield data Repository. Plus Quantity + quality data on milk production 
nationwide.  

 

• Q: So how does Kahumbu prescribe 'optimal' actions to farmers using 
only their cows' feeding, breeding & yield records?  

 

Motivating the iCow story 

42 



The iCow story: A Virtuous Cycle 

• In the beginning, she starts with little or no data and relies primarily on 
theory and guesswork …. Later, when the data flow in, analytics is in. 

43 

More 
Measurement 

Better 
Database 
records 

Better 
Predictions 

Improved 
Yields 

Better 
customer 
traction 

More Data 

Hence, more signups! 



The iCow Story continued 

• As a by-product, iCow became the most reliable database for non-farm 
businesses such as:  

 

• (a) institutional and corporate dairy buyers,  

• (b) veterinary doctors,  

• (c) farm implement sellers,  

• (d) NGOs and Government agencies, etc. 

 

• So iCow could organically expand  

• (i) its subscription business to farmers for value added services 

• (ii) become a B2B platform for large (and small) buyers 

 

• Q: What were the returns like at the user’s end? 

 

44 



• The average Kenyan farmer owns 3 cows. 

 

• Within just 7 months of using iCow, farmers report an average jump in yield 
equivalent to owning a fourth cow. 

 

• In money terms, for every $1 a farmer invests in iCow, the returns are ~ 
$77. [i.e., lots of headroom for prices to grow in?] 

 
•  Main point: All this was enabled using just the humble feature phone at the 
user's end. Analytics using Low-Tech tools. 
 
•  Aside: What possibilities does this template bring up for countries like India 
and the rest of the developing world? 

 

 

The iCow Story: Customer Value Derived 
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iCow example: Conclusion 

• Kahumbu had a very clear problem statement in mind:  

– Optimize dairy yield (Y) given input variables X. 

 

• To do this, she  (ii) needs data on inputs and yield, and (ii) needs to predict 
What-Ifs.  

• To predict What-Ifs, she needs a model for her data. A model that 'learns' 
from data. 

• Data at the individual cow level - tracing cow’s history in structured form. 

• Individual level data allows for individual level predictions. 

• Algorithms mine the data for patterns and match current with patterns for 
predictions. 

 

 

• The infra and tech required for this operation is now fairly commonplace. 
And available at low-cost in open source. 
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We’ll build, test and run supervised ML models in MLBM (Term 9) 

Problem 
Formulation! 

Primary Data Collection 



Thank You 
 

Q & A 


